Test-time Scaling in Diffusion Models

Junoh Kang

Computer Vision Laboratory
ECE, Seoul National University
junoh.kang@snu.ac.kr

Ry Computer Vision Lab

Seoul National University




Motivation

Conditional sampling

Stages in generative tasks:
1. Imitate data distribution

2. Conditional generation

» Simple conditions : class
» Complicated conditions : text, image, style, human preference



Motivation

Conditional sampling

For conditional generation, two guidance approaches are dominant:
» Guidance

Vi log p(x¢) + A Vi, log p(c|x;) (1)
~—_———
guidance
» Fine-tune (Classifier-free guidance)

V. log p(xt|¢) + A (Vy, log p(xt|c) — Vi, log p(xt|¢)) (2)

classifier-free guidance




Motivation

Conditional sampling

Requirements to perform guidance:

Vi log p(x¢) + A\ Vy, log p(c|x¢)
N——

guidance

» Well-defined and differentiable log p(c|xt).

> [f cis class, we need to train classifier.
» |f cis reference image, this can be £, distance between c and x;.

> We need to train model that estimates p(c|x;) for most cases.



Motivation

Conditional sampling

Requirements to perform Fine-tune (classifier-free guidance)

Vx, log p(xt[ ) + A (Vx, log p(xt|c) — Vi, log p(x:|¢))

classifier-free guidance

» Training for classifier-free guidance.
» Fine-tune may sacrifice image quality or diversity.
» Cannot fine-tune for every condition.



Motivation

Conditional sampling

What if the conditions are hard to quantify?

Pick a Pic: an open datasat

Ladla fairy tale in a crystal bottie

User preference Number of objects



Motivation

» Optimize with respect to diverse conditions ¢ without fine-tuning
diffusion models nor training external models.

> Test-time scalining techniques like Chain of Thoughts (CoT) are
very successful in LLMs.

Table 1: Conditional generation approaches and requirements.

Approaches No external model training  No diffusion model training

Guidacne v
CFG v
Test-time scaling v v




Test-time scaling

Inference-time reward alignment

Our goal is to sample high-reward samples x, € R? from data
distribution p,. Then, for a reward function r : RY — R, the target
distribution is
P = arg max Ex,~q[r(Xo)] — BDk.(al|po), (3)
a

and it is proved in [Rafailov et al., 2024] that

P5(X0) = ZPo(Xo) exp(r(¥0)/8), (@)

for normalization constant Z.



Test-time scaling
Particle sampling

For diffusion model, we have to sample from conditional distribution
with the optimal policy:

Py (Xt Xt1) = %pe(xtlxm) exp(v(xt)/5), (5)

where v(x;) ~ Exolxe [r(xo)]-

One sampling option is particle sampling.
1. Make a set of candidate particles.
2. Propagate high-reward particles.

» SVDD [Li et al., 2024] uses importance sampling.
» DAS [Kim et al., 2025b] uses Sequential Monte Carlo (SMC).



Test-time scaling in diffusion models
SVDD [Li et al., 2024]
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Test-time scaling in diffusion models
SVDD [Li et al., 2024]

SVDD [Li et al., 2024] uses importance sampling to sample from
P (xcxe1) = 2Po(Xelxesr) exp(v(xe)/5).
1. Sample particles from proposal distribution:
(X3 o (e[ Xe 1)
2. Calculate weight:
wi) = exp(v(x")/8).
3. Select particle from categorical distribution:

. 1
x¢ ~ Categorical(x,, . .., Xk; wf ), W)



Test-time scaling in diffusion models
SVDD [Li et al., 2024]
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Figure 1: Illustration of SVDD




Test-time scaling in diffusion models
SVDD [Li et al., 2024]

Algorithm 1 SVDD (Soft Value-Based Decoding in Diffusion Models)

1:

2:
3:

Require: Estimated soft value function {vt} _p (refer to Algorithm 2 or Algorithm 3), pre-
trained diffusion models {p{"°}9_., hyperparameler aeR
forte[T+1,---,1]do

Get M samples from prc trained polices {z{™ }M_, ~ pP® (-|z;), and for each m, calculate

w™ = exp(tr_1 (™) /)

(m) M
Ty 1 — zt(c‘l 1) after selecting an index: ;1 ~ Categorical ({ L} s
m=1

Z—ltl

: end for
: Output: zg

Figure 2: Algorithm of SVDD.



Test-time scaling in diffusion models
SVDD [Li et al., 2024]

It still remains how to calculate reward at intermediate state,
v(xt) = Ey,|x [r(Xo)]. SVDD suggests two approaches:

» SVDD-MC: Monte Carlo regression.

Algorithm 2 Value Function Estimation Using Monte Carlo Regression Q.

1: Require: Pre-trained diffusion models, reward 7 : X — R, function class ® : X x [0,7] — R.

2: Collect datasets {z3, -+, z{”}5_, by rolling-out {pf™}?_; from ¢ = T'to t = 0.
3 ¥ = argminges Yo Lomy {r(el”) — fal”, 1)}
4: Output: 9’

» SVDD-PM: Posterior mean approximation.

Algorithm 3 Value Function Estimation using Posterior Mean Approximation Q'

1: Require: Pre-trained diffusion models, reward r : X — R
2: Set 0°(+,t) := r(&o(zy = ), t)
3: Output: 9°




Test-time scaling in diffusion models
SVDD [Li et al., 2024]

Implementation details
» 3 = 0: select a particle with the largest reward.
> 5<K<20



Test-time scaling in diffusion models
SVDD [Li et al., 2024]

Table 2: Top 10 and 50 quantiles of the generated samples for each algorithm (with 95% confidence
intervals). Higher is better. SVDD consistently outperforms the baseline methods.
Domain | Quantile | Pre-Train Best-N DPS SMC SVDD-MC  SVDD-PM

50% -101.4 £0.22  -712+046  -60.1 +0.44 -59.7+£04 -543+£033 -51.1+038
10% -786+£0.13  -573+£028 612028  -499+0.24 -404 £0.2 -388 £023

Image: Aesthetic 50% 5.62+£0.003 6.11+0.007 561+0009 602+0004 57040008 6.14 & 0.007
10% 598+£0.002 6.34+0.004 600+0005 628+0003 6.05+0005 6.47+0.004

Image: Compress

Pre-trained Pre-trained
medel model
SVDD-PM SYDD-PM

(a) Images: compressibility (b) Images: aesthetic scores



Test-time scaling in diffusion models
SVDD [Li et al., 2024]
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Figure 3: Number of particles and performance.




Test-time scaling in diffusion models
DAS [Kim et al., 2025b]
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Test-time scaling in diffusion models
DAS [Kim et al., 2025b]

DAS uses SMC (Sequential Monte Carlo) to sample from

P (el¥e1) = 2 Polelxe 1) exp(v(x:)/5).

SMC extends the idea of importance sampling:

1. Sample each particle from each proposal distribution
X" ~ py(xe/x),).
2. Update weight
W _ exp(v(x")/ 5)W(i)
t T T o Vi
exp(v(x(},)/8)

3. If effective sample size, 1, 1/(\7v§i))2, is small, resample
particles and initialize weights with 1.



Test-time scaling in diffusion models
DAS [Kim et al., 2025b]
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Figure 4: Illustration of SVDD and DAS



Test-time scaling in diffusion models
DAS [Kim et al., 2025b]

DAS does not use SMC naively. [Li et al., 2024] points out that SMC is
suboptimal for small batch sizes, which is generally true for diffusion
models.



Test-time scaling in diffusion models
DAS [Kim et al., 2025b]

DAS introduces tempering into SMC for diffusion model. They change
target intermediate distribution:

) ox p(xe) el (). (6)
= me(xt) o< p(xt) exp(;tv(xt)), (7)

where A\t = (1+ )" — 1. Then, {m;}? can interpolate more smoothly.



Test-time scaling in diffusion models
DAS [Kim et al., 2025b]

DAS also propose locally optimal proposal, which minimizes weight
variance.

1. Sample each particle from each proposal distribution
Xt ~ Po(Xe[Xe1) = N (po(Xe11), 07441
= Xe ~ N(pg(Xerq) + Ut2+1)gvv(xt+1)7 o) (8)
added

» Reward function should be differentiable in this paper.



Test-time scaling in diffusion models
DAS [Kim et al., 2025b]
Can DAS optimize a single reward while avoiding over-optimization”?
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Figure 5: Target reward vs. evaluation metrics

“sacrifice quality and diversity



Test-time scaling in diffusion models
DAS [Kim et al., 2025b]
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Figure 6: Qualitative comparison of over-optimization and diversity with
fine-tuning methods.



Test-time scaling in diffusion models
DAS [Kim et al., 2025b]
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Figure 7: Ablation on tempering. We can infer that without tempering,
samples suffer from over-optimization-high Aesthetic, low ImageReward.



Test-time scaling in flow matching
[Kim et al., 2025a]

Inference-Time Scaling for Flow Models via
Stochastic Generation and Rollover Budget Forcing

Jaihoon Kim*  Taehoon Yoon*  Jisung Hwang® Minhyuk Sung
KAIST
{jh27kim, taehoon,4011hjs,mhsung}@kaist.ac.kr



Test-time scaling in flow matching

[Kim et al., 2025a]

Extend test-time scaling in SVDD [Li et al., 2024] to flow matching
models. They propose three key ideas

» SDE-based generation for flow matching. Particle sampling
cannot be directly applied to ODE-based generation.

» Broadening the search space by interpolant conversion. Flow
matching originally uses linear interpolant, but change it to
VP-SDE.

> Maximize compute utilization through Rolloever Budget Forcing.



Test-time scaling in flow matching
[Kim et al., 2025a]
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Figure 8: Performance improves from Linear-ODE to Linear-SDE, and VP-SDE.



Test-time scaling in flow matching
[Kim et al., 2025a]
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NFEs : 10

“Five horses, three cars, one train, five airplanes.”
FLUX + Ours
NFEs : 300 NFEs : 400

Stable Diffusion 2
NFESs : 2500

RSS: 14

RSS: 10

RSS: 0

Logical

Counting

Comparison

“Every painting in the gallery is framed and hung
straight, except for one that is hanging crooked.”

“Two cups, three paintings, four lamps,
and four bananas decorated the art studio.”

“The arcade machine is bigger than the
television but smaller than the refrigerator.”

Firtade.

shoes sit side by side in front of it.”

Spatial Relation Aesthetic Concept Erasure
“A large suitcasc is placed beside an open closet, (+) “A nurse”
with a folded jacket resting on top where a pair of “Duck”

(—) “Stethoscope, hat, mask”

Figure 9: Diverse application of test-time scalining.



Takeover

» Many recent works focus on enhancing inference. While we (may
be only me) usually think ‘efficiency’, there can be various
definition for ‘enhancement’.

» Parallel sampling reduce wall-clock time while maintaining
computational cost.

» Test-time scalining enables diverse conditioning and high quality
image generation without training.

» | think test-time scaling is good research area that can be done in
the lab.

» Itis even hard to fine-tune large models in the lab.

» Frankly, it is hard for me to findout the reason why training fails.
There are so many possibilities: algorithm or engineering (dataset,
skills, architecture, ...)
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